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@ Introduction — Motivation, a problem statement and

my approach
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Related Works

Problem

Approaches

container, The Rugged Cloud vHPC Cluster)

Distributed computing allows to share tasks between nodes. )

Types of clusters:

@ High Availability also known as Failover Clusters

@ Load Balancing

@ High Performance
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This Wnrlr;

Problem

@ Preparation of a virtual environment based on VirtualBox

@ Launch of several virtual machines with the PelicanHPC Linux
operating system

@ Automatic configuration of the HPC cluster

@ Analysis of sample results of applications running on the
cluster
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@ Clusters — Multi-node structure
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. - Real and Virtual
Solutions

Real Cluster vs. Virtual Cluster
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o
@ Construction of the Environment — Virtual machine
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Hypervisors
licanHP(

Environment

@ First one:

@ VMware ESXi
o Microsoft Hyper-V
o KVM

@ Second one:

o VMware
@ Oracle VM VirtualBox

o QEMU
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Environment EL L Gpaabenss
PelicanHPC

~ GNU/Linux distribution PelicanHPC

All of the nodes of the cluster get
It is focused on MPI-based their file systems from the same
parallel computing on a cluster. image, so it is guaranteed that all

nodes run the same software. J
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Environment

Open MPI

MPI Library

MPI is therefore a standard library for performing parallel processing using a distributed memory model

@ MPICH2
@ Intel MPI
@ HP MPI
@ Open MPI is one implementation of the MPI specification
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Installation Steps
tallat 1 Proces

Virtual Cluster

@ Virtual Root Node Configuration

@ Running Root Node

@ Configuring Persistent Storage Shared within Cluster
@ Troubleshooting Problem with SSH Config File

@ Connecting to Virtual Machine via SSH

@ Virtual Computational Nodes Configuration

@ Configuring and Running Virtual Cluster

@ Managing Virtual Cluster when Not in Use
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Installation Stops

Virtual Cluster Installation Process

PelicanHPC

B ae Hpc1 [Rusning]

= il & L0 2 Ylel X
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Tests Experiments
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Experiments Code

Example program (matrix multiplication)®

100 measurements were made for processes {2, 3, 4, 5,6, 7, 8 9, 10, 25, 50, 100, 150, 200} and nodes {1, 2, 3} and for MPI
library

1 #include “mpi.h" /s ... %/

2 int main (int argc, char =argv|])

3 Sk,

4 std ' vector< std :: vector< double> > a: * matrix A to be multiplied =

5 std :: vector< std :: vector< double> > b;: /+ matrix B to be multiplied =,

6 std ! : vector< std ::vector< double> > ¢; /+ result matrix C =/ /% _ . %,

7 MPI_Init(&arge &argv);

8 MPI_Comm_rank (MPI_COMM_WORLD, & taskid )

0 MPI_Comm_size(MPI_COMM_WORLD. & numtasks ): /= ./

10

11 RN R R kR ks [TIASTEr L[a5K ookt o o o o i o ok e 90 5 90 o0 o8 50 o ok 0 e o 0 o o e o o e ol e ol ., Wy
12 /» Send matrix data to the worker fasks » * * /

13 /# Receive results from worker tasks »/ /% ... w/

14

16 /eepesnsempnesmmbkbdkrkebknke WOrker [ask shestmmkddinshdshidikamhkdkiidbnehbins/ /s . W
16 MPI_Recv(&offset , 1, MPI_INT, MASTER, FROM_MASTER, MPI_COMM_WORLD, &status);

17 MPI_Recv(&rows , 1, MPI_INT, MASTER, FROM_MASTER, MPI_COMM_WORLD, &status): /+...»
18

19 MPI_Send(&offset , 1, MPL_INT, MASTER, FROM_WORKER, MPI_COMM_WORLD) ;

20 MPI_Send(&rows , 1, MPLINT, MASTER, FROM_WORKER, MPIL_COMM WORLD); /# . .. =

21

22 MPI_Finalize ();

23 }

} https://github. com/trak2020z/matrix_multiplication
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(2)

Experiments

Table: Minimum execution times of
the matrix multiplication program

Table: Maximum execution times of
the matrix multiplication program

Number of MPI time MPI time MPI time Number of MPI time MPI time MPI time
processes |s] Is] [s] processes [s] [s] [s]

1 node 2 nodes 3 nodes 1 node 2 nodes 3 nodes

2 1.0248 1.0489 1.0447 2 1.0582 251577 1.3854

3 0.700 0.5315 0.5428 3 1.0489 9.3603 21.4408

4 0.701 0.3718 0.369 4 0.718 121667 20.165

5 0.657 0.3656 0.2041 b 0.7962 11.69% 11.6808

6 0.6462 0.3481 0.2523 6 0.6827 0.8887 0.2656

7 0.6333 0.3828 0.2718 7 0.7317 10,5889 6.4869

8 0.6356 0.3423 0.2687 8 0.6663 22 5477 0.3522

9 0.6301 0.3725 0.2468 g 0.7177 105114 10.4185

10 0.6393 0.3458 0.2001 10 0.6723 33.3004 9,7081

25 0.7833 0.5026 0.3872 25 0.8549 11.3014 22.6319

50 1.2286 0.8972 0.7281 50 2.1687 47.2603 20.4186
100 3.0185 2.4396 1.9804 100 7.651 43613 57.7428
150 5.6363 5.1608 4.0358 150 16.00 73.6401 47.8830
200 17.39 0 4426 7.0858 200 73.0198 132.4574 83.2886
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Concluding Remarks

Conclusions

Created virtual cluster is ready for real usage

@

Creation of virtual cluster is easy and does not need additional computers.

With operating system dedicated to this task such as PelicanHPC you do not
have to worry about problems neither with configuring local network for the
cluster, nor installation of the required software.

@ It is available to be built by everyone and can be used for home or educational
purposes to show how distributed computing works.

@ Also as our example shows it can be used for development and testing of several

programming approaches to high performance computing, allowing to choose
best solution of the problem.

@ Later the chosen application can be run on a real, physical cluster fulfilling its
purpose.
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The End Questions, , ,

Thank you for your attention!
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The European Commission has offered its support in the
field of HPC in order to help find a treatment for the
novel coronavirus.

Supercomputers help researchers speed drug discovery for
Covid-19.
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